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INTRODUCTION

The recent advent of Large Language Models (LLMs) 
since the launch of ChatGPT in November 2022 has 
entailed dramatic growth in the capability and pub-
lic availability of AI technology, earning them mass 
adoption (Chui et al., 2023; Eastwood, 2024). They have 
proven useful in a wide breadth of domains, from the 
professional (e.g., interview prep and writing emails to 
colleagues) to the personal (e.g., financial advice and 
travel planning; Haan, 2023). Yet, a pervasive fear sur-
rounding these AIs is their ability to usurp human labor 
(Caminiti, 2023; Haan, 2023). Given their extraordinary 
capability, it is natural for many intellectual laborers to 
question how and to what extent these AIs will be able to 
perform their own jobs (Amankwah-Amoah et al., 2024).

As behavioral scientists, we sought to examine the ex-
tent to which these AIs can perform our roles and, given 
any observed limitations, identify where the participa-
tion of trained human researchers is still vital. 

Specifically, we performed an exercise whereby we uti-
lized commercially available AIs (OpenAI's ChatGPT 4, 
Bing's Copilot, and Google's Gemini) to perform each 
step of the research process.1 That is, we took the role of 
the “cyborg behavioral scientist,” offloading as much of 
the work of a research project as possible to AI, while 
still exercising final human judgment. This culminated 
in an AI-written manuscript, which is embedded in this 
paper.

More generally, throughout this paper, we provide 
a travelog of sorts, documenting our experience using 
these AIs, as they currently exist. We provide commen-
tary regarding this experience and guidance for the be-
havioral sciences as we all collectively try to learn how 
to best incorporate these models into our workflows. We 
consider this an initial case study of the current capabil-
ity of AIs to contribute broadly to behavioral research 

 1We utilized publicly available LLMs through their respective websites (e.g., 
chatg​pt.​com), rather than through APIs or other means of access.
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while documenting some of the specific tasks at which 
they succeed or fail, hopefully spurring more in-depth, 
systematic investigation of these tasks.

During this process, we attempted to intervene as lit-
tle as possible in AI-led idea generation, empirical test-
ing, analysis, and reporting. This allowed us to assess the 
limits of AIs in a behavioral research context and pro-
pose methods for where and how behavioral researchers 
can and should incorporate AI into their research pro-
cess, given the current strengths and limitations of these 
models. While our work speaks primarily to behavioral 
researchers, we also draw implications for editorial 
teams, doctoral student training, and future directions 
for the research ecosystem.

AIs are, of course, not the first new technology to 
be adopted by researchers and incorporated into their 
work. For instance, researchers would laboriously con-
duct their statistical analyses using punch cards and 
other unwieldy computational machines before the 
onset of statistical processing software (Barnes, 1998). 
However, just as the introduction of this software 
shifted researchers' capabilities and, by extension, pur-
suits, we aim to interrogate the ways and the capabil-
ity with which AIs will elicit similar transformation. 
Perhaps what makes AI most unique in comparison 
to other innovations is the breadth of applications it 
offers to a researcher's workload. For that reason, we 
believe it is especially urgent to understand how AIs 
will impact the varying tasks involved in behavioral 
research and to question the ideal form of this integra-
tion. More generally, we hope to provide researchers 
and the academic research community with guidance 
around how AI can and should be utilized in behav-
ioral research, now and in the future.

Approach: “Gemini take the wheel!”

Rules of interaction

To provide the most complete test of the AIs' abilities, we 
adopted an approach in which we let the AI dictate the 
direction of the research to the limits of its capability at 
each stage. When possible, we tried to relegate our role 
to implementation, simply crafting prompts that gave the 
AI enough information and direction to make a valuable 
contribution. However, as will be noted throughout this 
manuscript, there were many instances where circum-
stances necessitated a deviation from this goal.

In general, we intervened for one of two reasons: cor-
rection and direction. By correction, we mean that we 
made edits or adjustments to the AI's output when that 
output did not defensibly meet the standards of an aca-
demic publication. For instance, in the research design 
stage, we found that elements of the AI-designed exper-
iments had internal validity issues, and their procedures 
included frivolous components, some of which we felt 

would be necessary to amend. By direction, we mean that 
in some instances, we needed to evaluate multiple viable 
answers to a prompt. In these situations, we took an ex-
ecutive role in deciding which of the many responses to 
use in subsequent stages.

AIs utilized

We utilized three different AI models over the course 
of this research: OpenAI's ChatGPT 4; Bing Chat (now 
Copilot); and Google's Bard (now Gemini). We chose 
these AIs due to their prominence and accessibility at 
the time. That is, we intentionally eschewed alterna-
tives from AIs still under significant development in 
the interest of consistency across steps, as well as the 
reliability of our findings in this work. That said, even 
the mainstream AIs we chose underwent changes over 
the course of this research, such as Bing Chat being 
rebranded as Copilot and Bard as Gemini at various 
points during this work. Where possible, we attempted 
to use the same underlying model (e.g., GPT-4) through-
out our work, but the features and interface available 
varied some over time. Also, to note, despite Bing Chat 
being adapted from ChatGPT, we opted to still include 
it as a separate model due to its alternative program-
ming to ChatGPT. These differences are evidenced in 
the different natures of the responses we received from 
Bing Chat versus ChatGPT. This decision was also con-
sistent with most of the concurrent research compar-
ing commercial AIs (e.g., Calonge et al., 2023; Zúñiga 
Salazar et al., 2023).

The AI interactions in this project occurred during 
the period of November 2023 through April 2024.

OU R JOU RN EY

Because we wanted to involve AI at every possible stage 
of the research process, we initially divided the research 
process into six consecutive stages that we deemed nec-
essary components of typical behavioral research and 
that spanned as much of the process as possible. These 
included: (1) Ideation, (2) Literature Review, (3) Research 
Design, (4) Documenting Results, (5) Extending the 
Research, and (6) Manuscript Preparation. These stages 
are broadly representative of mainstream experimental 
behavioral research processes (Johnston et  al.,  2020; 
Kite & Whitley, 2012).

Figure  1 depicts our idealized AI-enabled research 
process schematically, with gray and light green nodes 
representing the main and subsidiary research stages, 
respectively. Dark green nodes describe the inputs and 
goals of each (sub-)stage. Light blue nodes represent the 
main artifacts created at each stage. Finally, dark blue 
diamonds represent places where we envision research-
ers needing to interact with the AI.
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Note that while these stages are typical of the research 
that is common in much of psychology and consumer re-
search, they differ from those taken in many construc-
tivist or postmodern research traditions (Fischer & 
Otnes,  2006). This does not imply that we believe that 
AI tools will not be useful in these instances. It merely 
reflects our lack of expertise within these research tra-
ditions. Furthermore, each of these six research stages 
is likely composed of multiple steps that may or may not 
be consecutive. Nevertheless, we enacted the six broad-
est stages as sequential: We attempted to perform, when 
possible, each stage using all three AIs. We would then 
judge the result that seemed most useful to us, and use 
that result, regardless of its AI source, as the input to the 
next stage for all AIs. More details of our journey, includ-
ing sample prompts and AI responses, are documented 
in the Appendix S1. Furthermore, we have a more com-
prehensive documentation of our process stored here: 
https://​github.​com/​g-​tomai​no/​Cybor​g-​Behav​ioral​-​Resea​
rcher.​git.

Of course, one of the most critical challenges of inter-
acting with AIs as potential research partners is determin-
ing how to prompt the AI to provide a reasonable answer 
while minimizing the number of prompts necessary to 
achieve that answer. Assessing the correctness or reason-
ableness of an answer from an AI is key to the decision 
of when prompt engineering has been sufficient (Errica 
et al., 2024). This decision is driven by a domain assess-
ment by the individuals conducting the tasking of the AIs. 
In our approach, if  the AI result seemed to produce a rea-
sonable response to the prompt for the research task, we 
accepted the result from the AI and did not attempt fur-
ther prompting. If  the result seemed incorrect or grossly 
incomplete, then additional prompting was attempted.

Ideation

In this first stage of the research process, the general 
idea for the research topic is developed. For human 

F I G U R E  1   Flowchart of the AI-enabled research process.
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researchers, this stage often involves a long-standing 
interest in the topic and typically begins with a desire 
to extend existing research into new domains or phe-
nomena, to explain currently unexplainable phenom-
ena, or to systemize knowledge in a new, applied area 
(Cao et al., 2019). Despite this stage being perhaps the 
most personal to the researcher and therefore most in-
tuitively performed by a human, in the interest of test-
ing the complete sequence of a research project with 
AI, we feel it is important to consider ideation as part 
of our AI-driven process.

The methods for developing research theories and hy-
potheses are often broadly classified into one of three 
epistemological paradigms: a deductive approach uses 
theory to generate specific testable hypotheses, whereas 
an inductive approach attempts to infer general prin-
ciples from a set of observations, and an abductive ap-
proach iterates the collection of data and refinement 
of theory to converge on empirical truth. LLMs oper-
ate by predicting patterns of words in response to input 
text string prompts using multilayered neural networks 
involving vast numbers of nodes, a process isomor-
phic to complex nonlinear regression. Since this is a 
chain of weighted sums, the process can be viewed as a 
form of deductive reasoning, albeit on a massive scale 
(Wolfram, 2023). Induction, on the other hand, occurs 
implicitly through the integration of a large number 
of training observations used to make the predictions. 
Therefore, AIs should likewise be capable of induction, 
but the quality of those inductions will depend greatly on 
the nature of the training data.

Our approach to research ideation using AIs, how-
ever, is perhaps best characterized as a specific form 
of abduction. Our experience involved describing the 
scope of ideas in which we were interested and the cri-
teria we used to evaluate “good” ideas, and then hav-
ing the AI list research questions that it deemed worthy 
of investigation. This perhaps most closely mirrors an 
inductive approach; however, we still characterize it as 
abduction since instead of pursuing a research direc-
tion based on data, we chose a direction based on a 
series of suggestions that were in turn based on a sub-
set of published results existing in the training data. 
That is not to say that the AIs provided immediately 
usable ideas. Instead, we found ourselves using a drill-
down approach, through which we prompted the AI 
models for more specificity on their responses that we 
judged to be most promising. While such an involved 
approach to prompting may not be necessary as these 
models develop, in their current forms we found this 
to be the most productive method of eliciting usable 
research ideas from the AI models.

It is a best practice in research ideation for teams to 
generate large numbers of ideas as the starting point 
for selecting the best ideas for research (Demszky 
et al., 2023; Stremersch, 2024). Similarly, we followed 
this practice by asking each AI to generate multiple 

responses from which to choose the response that is 
most interesting to research (Shaer et  al.,  2024). We 
began by asking the AIs for important topics in the 
field of consumer behavior where a meaningful con-
tribution could be made. In response, the AIs gave us 
broad research spaces (e.g., ChatGPT 4's suggestion 
of looking into “Digital Consumption and Mental 
Health”). These ideas were not sufficiently refined for 
a researcher to pursue in a meaningful empirical proj-
ect. They do, however, pose interesting territories for 
much broader research, such as review papers, or large 
exploratory studies.

The reason for the generality of these suggestions may 
be due to the data the AIs were trained on. AIs do not 
have access to the content of closed-access academic 
journals, so AIs cannot “read the literature.” Instead, 
current AIs purportedly access only open-source web-
sites and summaries, although there are nascent deals 
that may broaden their access (Clark, 2024). Thus, cur-
rent AIs likely have a general sense of what the field is in-
terested in, without understanding the field well enough 
to identify a meaningful gap and then independently 
suggest a research idea specific enough to pursue as a 
major empirical contribution.

We next decided among ourselves which from the 
large set of general research ideas we would be most 
interested in pursuing. We opted for ChatGPT 4's sug-
gestion of “The Ethical Consumer: Factors Influencing 
Ethical Buying Decisions,” both due to our personal 
tastes as researchers, as well as our judgment that this 
broad area likely had the most room for meaningful con-
tributions. This is also a research area that none of us 
had experience in, allowing us to better adopt a naive 
outsider's perspective appropriate for this project.

We then asked the AIs for more specific research 
ideas within this topic. The resulting suggestions were 
much better defined, often containing an empirical pre-
diction (e.g., “Ethical Consumption as a Luxury Good: 
Ethical consumption patterns will mimic those of luxury 
goods, with conspicuous consumption playing a role in 
the purchase of visibly ethical products.”) and therefore 
more plausible research projects. We used our judgment 
regarding which idea from these lists of ideas was most 
likely to make a novel contribution, while also having 
sufficient face validity.

We chose to modify the following suggestion to serve 
as the target idea around which our program would be 
oriented:

Ethical Fatigue: There will be a segment of consumers 
who experience “ethical fatigue” and become skeptical 
or indifferent to ethical branding due to overexposure 
to marketing messages about ethics.

Overall then, our experience of using AIs for research 
ideation showed that the initial suggestions from the 
AI were quite general, but with a researcher's guidance 
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and refinement, useful ideas could be obtained (further 
notes on our experience at this stage can be found in the 
Appendix S1, pp. 1–2).

Literature review

Having chosen a research idea in collaboration with AI, 
we then undertook a literature review. In particular, at 
this stage we wanted to understand how to position our 
idea vis-à-vis existing work and whether it was indeed a 
novel idea. We found that the AI tools we used were lack-
ing in this capacity.

When we presented the AIs with the ethical fatigue 
idea and asked them whether this idea was novel and 
worth pursuing, as well as for related literature, the AIs 
had very little to offer. They tended to make a great show 
of complimenting the idea and discussing practical con-
tributions it might make, but they had a very shallow 
understanding of how the work might be positioned the-
oretically. Follow-up queries across the different AIs in-
dicated that either the AI produced references that were 
not real papers (i.e., hallucinations) or were from open-
access journals.

This limitation most likely comes from a more fun-
damental limitation whereby these models are unable to 
scan closed-access journals (Clark,  2024). Many of the 
top publications in the behavioral sciences are in hybrid 
open-access and closed-access journals. Not being able 
to refer to these publications significantly reduces the 
knowledge base of these AIs. In lieu of major academic 
publications among which we could position our work, 
we instead mostly received links to websites discussing 
tangentially related work; that is, when the links worked.

Overall, we were disappointed to find the AIs to be 
of minimal assistance at this stage in the research pro-
cess (see Appendix S1, pp. 2–3). We instead conducted an 
independent review of prior work ourselves to ascertain 
the novelty and contribution of the research question.

Research design

We then asked the AIs to generate a sufficient test of 
the prediction. That is, we asked them to design an ex-
periment that would test whether consumers experience 
“ethical fatigue,” whereby higher exposure to ethical 
brand statements reduces the efficacy of subsequent eth-
ical brand statements.

We found the AI outputs in this step to be generally 
useful. They provided designs that were fairly adequate 
in both internal and external validity and that clearly 
tested the key prediction. They were, however, not im-
plementable without some alteration. For instance, 
Bing Chat's suggested design involved showing partic-
ipants one, two, or four ethical statements from alter-
native brands before evaluating a focal brand's ethical 

statement. This introduces an obvious confound whereby 
not only does the number of previous ethical statements 
vary across conditions, but so does the number of pre-
vious statements of any kind. Thus, we made an adjust-
ment to this design in which all participants were shown 
four statements about other brands and where we manip-
ulated the number of these that were ethically related.

This resulted in the following experimental design: 
all participants were asked for their perception of Nike's 
ethicality using a four-item scale, and then saw four 
statements regarding four other brands with zero, two, or 
four of these statements being ethical, the rest being non-
ethically-related brand positioning statements. Then all 
participants read the same ethical positioning statement: 
“Nike is committed to using sustainable materials and 
practices. We are also committed to promoting social re-
sponsibility and empowering athletes of all levels.” We 
then concluded by reassessing participants' perceptions 
of Nike's ethics using the same four-item scale.

Another limitation of the AIs at this stage was that 
they required the researcher to already have a fair foun-
dation in the experimental method. For example, not all 
of the AIs explicitly noted that participants should be 
randomly assigned across conditions, meaning the re-
searcher would have to know to incorporate that design 
component themselves. They also varied in the detail 
with which they specified the nature of the manipulation 
or the dependent variables used to measure their effects. 
For instance, ChatGPT 4 suggested a pre–post measure 
of attitudes toward the target brand, while other AIs did 
not.

More generally, we found it necessary for us, as re-
searchers, to intervene and ensure that the suggested 
experiments maintained internal validity. That is, the 
AI models seemed to have a strong grasp of what an ex-
periment should resemble but were unable to sufficiently 
critically evaluate them for issues like confounds.

As a step within the research design stage, we 
prompted AIs with the chosen design, and asked them 
to generate experimental stimuli in the form of ethical 
and non-ethical brand positioning statements. We found 
that the AIs performed quite well at this task, providing 
us with realistic statements that clearly manipulated the 
construct of interest, consistent with prior work using 
AI for stimulus generation (Sarstedt et  al.,  2024). For 
instance, Bard provided the following ethical statement: 
“Seventh Generation is committed to using non-toxic 
ingredients and environmentally friendly practices. We 
believe in making a healthier home for everyone.”

Given that we now had a complete research design, 
including procedure, stimuli, and measures, we won-
dered (in a f lash of unbridled optimism) whether it 
would be possible to have the AIs actually create the 
experiments for us using Qualtrics' QSF (Qualtrics 
Survey Format) questionnaire schema, with Qualtrics 
being the survey platform supported by our institution. 
The answer was an unequivocal “no.” Only ChatGPT 4 
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was able to provide us with a QSF file in response to 
our prompt, and when we examined its contents, we 
found that it was missing many tags that were crucial 
to the QSF schema. As a result, Qualtrics was unable 
to open the QSF file. Repeated attempts to improve the 
output, including providing information about the 
QSF schema, proved ineffective.2 Instead, we added 
the resulting stimuli to a Qualtrics survey manually.

We then conducted the AI-designed study using an on-
line sample recruited through Prolific Academic. We chose 
not to use AIs to generate human-subject-like data for 
reasons that we discuss in the General Discussion. As de-
scribed in the AI-written manuscript, this study ultimately 
provided evidence in support of the AI's predictions.

As an additional note, we intentionally limited the final 
stimuli to text, rather than incorporating images or other 
forms of media that may have been appropriate for these 
experimental designs (e.g., showing a logo for each brand 
mentioned). While some AI models can generate visual 
stimuli, our initial attempts at prompting complementary 
images when designing these experiments resulted in in-
coherent and unusable content. While these engines may 
improve in their ability to generate useful visual stimuli, as 
well as stimuli of other types (e.g., audio), we did not find 
them capable of reliably doing so in their current forms.

In sum, we found the AIs to be useful at the de-
sign stage (see Appendix  S1, pp. 3–6 for more detail). 
However, their value varied, with them showing excel-
lent promise for stimulus creation, moderate promise as 
a partner in experimental design, and ineptitude at pro-
ducing a Qualtrics QSF file.

Results and analysis capabilities

We were disappointed to find the AIs to be highly limited 
in their ability to analyze and report data (for more details, 
see Appendix  S1, pp. 6–7). First, Google's Bard did not 
provide an option for us to upload a dataset for analysis, 
precluding it as a tool for this stage. We therefore only used 
Bing Chat and ChatGPT 4 in data analysis attempts.

We downloaded the comma-delimited file from 
Qualtrics, removed test participants, and then uploaded 
this cleaned file with no further alteration to the AIs. We 
also prompted the AIs with a description of the corre-
sponding experiment. We did find that both AIs were 
able to decide on the correct analytical tools. That is, 
they both understood that an ANOVA should be used. 

Furthermore, they produced results that looked appro-
priate at first glance. However, troublingly, these anal-
yses contained incorrect statistics. More generally, we 
were not able to find a mode of requesting analyses that 
a researcher could rely upon without verifying. Since the 
act of verifying involves conducting these analyses one-
self, we advise that researchers do not use these models 
for data analysis in their current development.

A related step in results analysis is data visualization. 
Here we found that the AIs all provided appropriate 
and well-formatted charts when given clear prompts. 
However, because these charts may be based on faulty 
underlying analysis, we caution researchers to carefully 
verify the displayed results.

Extensions

In this stage, we asked the AIs to develop extensions of 
the original study (see Appendix S1, pp. 8–10 for more de-
tails). That is, we asked them what we should do next, after 
our initial findings, to enhance the contribution. The first 
step in this procedure was asking the AI models why they 
thought we got the results we did (i.e., we asked them for a 
mechanism). All of the models suggested multiple possible 
mechanisms. Most of these suggested mechanisms were 
tenuous in their ability to account for our effect. For in-
stance, ChatGPT 4 suggested that “[i]nformation overload 
from multiple ethical statements could lead to cognitive 
dissonance, where participants struggle to reconcile the 
various claims they've encountered. This dissonance might 
make it harder for Nike's statement to stand out or be in-
ternalized effectively, leading to a smaller boost in ethical 
perception.” Other suggestions were essentially redescrip-
tions of the initial result, rather than a process mechanism.

All three AIs suggested some form of a saturation 
effect. For instance, ChatGPT 4's suggestion was as 
follows: “Exposure to multiple ethical statements from 
other brands might have saturated participants' percep-
tion of ethicality as a distinguishing feature. By the time 
they saw Nike's statement, the novelty or impact of eth-
ical claims might have diminished, making Nike's state-
ment less impactful or persuasive.” As such, we asked all 
of the models to develop a moderation study to test for 
this mechanism. The models all required an explanation 
of how a moderation study should look; many seemed 
to have a difficult time understanding what modera-
tion meant and what an appropriate design to test for 
moderation would be. After providing this explanation, 
the models all provided adequate experimental designs. 
We ultimately went with ChatGPT 4's suggestion to in-
troduce a second factor of gain or loss framing of the 
positioning messages. ChatGPT 4 did not explain how 
this additional factor related to the mechanism we were 
pursuing, nor could we intuit an obvious link. Despite 
this, we wanted to honor the exercise of following the 
AI's guidance and ran the study anyway. While we did 

 2We were a bit surprised at this result since AIs have shown themselves to be 
adept at a range of programming tasks (Nam et al., 2024). We expect that our 
outcome may be due in part to the proprietary nature of the QSF schema. We 
were unable to find complete documentation of it online, which stands in stark 
contrast to the vast amount of information online regarding popular 
open-source programming languages like Python and R. It is possible that if 
Qualtrics provides more information about their schema, future AIs may be 
able to master this task, representing a major time-saving tool for researchers, 
especially for complex designs, or that Qualtrics may provide this service on 
their platform.
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make edits to the AI-generated design for the first ex-
periment, that was in the interest of internal validity. By 
contrast, for this additional study, we would have only 
been making edits in support of face validity, which we 
felt would not be in keeping with the spirit of this exer-
cise. Likewise, we wanted to be open to the possibility 
that the AI may select a meaningful moderator even if it 
is unable to articulate its theoretical role.

We then repeated the process of experimental design 
(with our findings and experiences similar to those of 
Study 1) and ran the study ChatGPT 4 had suggested 
with a sample of undergraduate student participants, 
which yielded no significant results.

Manuscript production

After completing the empirical portion of the project, 
we turned to manuscript production (see Appendix S1, 
p. 10 for more details). By this we mean writing up the 
empirics, as well as providing a motivating front end and 
thoughtful discussion. We began by creating a series of 
prompts describing the idea and our results, which we 
gave to the AIs for background. This was followed by 
prompting for actual manuscript writing. While it was 
tempting to upload a representative paper as a model 
around which the AI could design the manuscript, this 
poses significant questions of copyright that we chose to 
eschew. Instead, we relied on the model's existing knowl-
edge, telling it the manuscript is targeting a “top-tier 
consumer psychology journal.”

The first friction in this process was the AIs' abilities 
to write all of the portions of a complete manuscript 
at once. That is, the AIs would frequently turn to bul-
let points or offer suggestions on how to write certain 
sections, rather than actually writing those sections. By 
breaking our requests for these sections up into separate 
prompts, however, we were ultimately able to prompt 
the AI for a complete manuscript (see EMBEDDED 
MANUSCRIPT). An exception to this, however, was 
the methods and results sections. We had to write much 
of these ourselves, given the high error rate for the AI 
models, as discussed in the preceding results section, and 
as likewise exhibited by a hallucinated citation in the ref-
erence section.

Overall, we found the writeup to be usable, but in 
need of significant editing (which we did not do, in the 
interest of transparently demonstrating the capability of 
AI at this stage). The various sections were written in a 
way that was on topic and informative, yet lacking much 
of the information and style a behavioral research reader 
would expect. Though a professional researcher would 
be able to use this output only as a starting point, we 
do believe that these models could prove useful for non-
doctoral students (e.g., honors thesis students) whose 
outputs may require less rigor.

As an additional interesting note, we thought that it 
might be useful to have the AI models review and edit 
the final manuscript as a form of refinement. We found, 
however, that these same limitations we saw in manu-
script production also applied to editing, making this 
effort largely futile.

EM BEDDED M A N USCRIPT

In this section, we present the manuscript output of the 
aforementioned AI interactions:

ETHICAL FATIGUE

Introduction

In recent years, the marketing landscape 
has seen a paradigm shift towards ethi-
cal branding, with companies increasingly 
promoting their commitment to social and 
environmental responsibilities. This 
trend aligns with a growing consumer de-
mand for brands that not only offer qual-
ity products but also reflect personal 
values related to sustainability and eth-
ical conduct. However, as ethical brand-
ing becomes more prevalent, a critical 
question arises: Does the constant bom-
bardment of ethical marketing messages 
lead to “Ethical Fatigue” among consum-
ers? This manuscript proposes the explo-
ration of Ethical Fatigue, defined as the 
skepticism or indifference towards ethi-
cal branding caused by overexposure to 
marketing messages about ethics. This re-
search aims to bridge a gap in the litera-
ture by focusing on the potential adverse 
effects of excessive ethical marketing on 
consumer perception and behavior.

Literature review

The concept of ethical consumption is 
well-documented, with studies emphasiz-
ing the importance of ethical consid-
erations in consumer purchase decisions 
(Bray et  al., 2011). Consumers increas-
ingly seek out brands that demonstrate 
social and environmental responsibility, 
indicating a shift towards more consci-
entious consumption patterns (Carrington 
et  al., 2010). However, research on the 
implications of overexposure to ethical 
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branding is sparse, signaling an opportu-
nity to explore the phenomenon of Ethical 
Fatigue.
Consumer skepticism towards brand mo-

tives in ethical marketing has been 
noted, with studies indicating that con-
sumers often question the authenticity 
of brands' ethical stances, suggesting 
a potential precursor to Ethical Fatigue 
(Parguel et al., 2011). Additionally, the 
concept of advertising wear-out suggests 
that repeated exposure to a specific mes-
sage can lead to diminished consumer at-
tention and engagement, which could extend 
to ethical marketing messages (Ehrenberg 
et al., 2002).
Furthermore, the psychological impact 

of information overload in the digital 
age (Eppler & Mengis, 2004) may contribute 
to Ethical Fatigue, as consumers navi-
gate an ever-increasing barrage of mar-
keting communications, including ethical 
branding messages. This parallels find-
ings in cognitive psychology that sug-
gest excessive information can lead to 
decision fatigue, potentially influencing 
consumer reactions to ethical branding 
(Vohs et al., 2008).

Research gap

Despite the substantial body of literature 
on ethical consumerism and skepticism to-
wards marketing communications, the spe-
cific concept of Ethical Fatigue—stemming 
from overexposure to ethical branding—re-
mains underexplored. This manuscript pro-
poses to fill this gap by investigating 
how repeated exposure to ethical market-
ing messages influences consumer percep-
tions, potentially leading to skepticism 
or indifference. This research will con-
tribute to the broader discourse on ethi-
cal consumer behavior, marketing ethics, 
and consumer psychology by introducing 
and elucidating the concept of Ethical 
Fatigue.

Study 1: ethical advertising 
frequency's impact on brand 
perception

In our investigation of ethical adver-
tising frequency's impact on consumer 
perception of a brand's ethical stance, 

we manipulated exposure to ethical ver-
sus non-ethical brand statements before 
evaluating the target brand. Participants 
were assigned to one of three conditions: 
a control group with no ethical state-
ments, a low-frequency group with two eth-
ical and two non-ethical statements, and 
a high-frequency group with four ethical 
statements. Our hypothesis posited that 
while exposure to the target brand's eth-
ical positioning would generally enhance 
perceptions of its ethicality, this ef-
fect would attenuate as the frequency of 
ethical statements encountered increased.
We chose Nike as a target brand since 

it would be generally familiar to partic-
ipants. We assessed perceptions of Nike's 
ethical position using an index of four 
measures:

•	 Nike is ethical.
•	 Nike cares about the environment.
•	 Nike is socially responsible.
•	 I would trust Nike to do what is right.

These measures were each assessed using 
a five-point Likert scale anchored at 
Strongly Disagree and Strongly Agree. 
This assessment occurred twice, once be-
fore and once after the brand position-
ing statements were presented. The other 
brand positioning statements were taken 
from one of two lists. The ethical state-
ments were:

•	 TOMS is committed to giving away a pair 
of shoes for every pair purchased. We 
believe in making a positive impact on 
the lives of others.

•	 Warby Parker provides affordable eye-
glasses to people in need. We believe 
in making quality eyewear accessible to 
everyone.

•	 Method is committed to using plant-based 
ingredients and sustainable packaging. 
We believe in making a positive impact 
on the environment.

•	 Seventh Generation is committed to using 
non-toxic ingredients and environmen-
tally friendly practices. We believe in 
making a healthier home for everyone.

The non-ethical statements were:

•	 Tesla is the future of transportation. 
With its sleek design, powerful accel-
eration, and long range, Tesla cars are 

 15327663, 2025, 2, D
ow

nloaded from
 https://m

yscp.onlinelibrary.w
iley.com

/doi/10.1002/jcpy.1452 by D
uke U

niversity L
ibraries, W

iley O
nline L

ibrary on [14/04/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



      |  305CYBORG BEHAVIORAL SCIENTIST

the perfect way to experience the thrill 
of driving.

•	 The Apple Watch is the perfect compan-
ion for your iPhone. With its stylish 
design, comprehensive health tracking 
features, and convenient notifications, 
the Apple Watch makes it easy to stay 
connected and informed, all while keep-
ing you on top of your fitness goals.

•	 The Sony PlayStation 5 is the ultimate 
gaming experience. With its incredi-
ble graphics, powerful processor, and 
immersive gameplay, the PlayStation 5 
takes gaming to the next level.

•	 LEGO is more than just a toy. It is a 
creative tool that allows children and 
adults alike to express their imagina-
tions and build whatever they can dream 
of. With its endless possibilities and en-
during appeal, LEGO is a timeless classic 
that continues to inspire generations.

In the low-frequency condition, two 
statements were randomly selected from each 
list. All other brand statements were pre-
sented one at a time in random order.3 After 
they had been presented, we presented the 
following target brand positioning state-
ment: Nike is committed to using sustain-
able materials and practices. We are also 
committed to promoting social responsibil-
ity and empowering athletes of all levels. 
We then reassessed participants' percep-
tion of Nike's ethical stance and addi-
tional process and demographic questions.
Analyzing responses from 399 Prolific 

participants, we conducted a repeated-
measures ANOVA to compare scores on per-
ceptions of the brand's ethical stance 
before and after exposure to the manipula-
tion. We observed high agreement among our 
index measures (Cronbach's alpha = .933 
and .95 in the pre- and post-manipulation 
measures, respectively.) We observed a 
marginally significant interaction between 
the time (before vs. after manipulation) 
and condition, F(2, 396) = 2.903, p = 0.056, 
η2 = 0.01. Post- hoc analyses revealed a 
significant increase in ethicality percep-
tions from before to after manipulation 

in all conditions (M_diffs = 0.429, 0.405, 
0.280 in the control, low- and high-
frequency conditions, respectively, all ps 
< 0.001, see Figure E1). However, the mag-
nitude of the increase was significantly 
greater in the control condition than in the 
high-frequency condition (F(263) = 2.17, 
p = 0.031) and marginally greater in the 
low-frequency than in the high-frequency 
condition (F(263) = 1.83, p = 0.069), sup-
porting our hypothesis.

Study 2: Frequency and framing's 
moderating effects on ethical 
positioning response

Study 2 extended our examination to the 
moderating effects of message framing 
(promotion vs. prevention) on responses 
to ethical positioning, considering 
both the framing and frequency of ethi-
cal statements. Participants were ran-
domly assigned to one of four groups in 
a 2 (ethical statement frequency: con-
trol vs. high) × 2 (framing: promotion vs. 
prevention) factorial design. Our analy-
sis focused on the interaction effects on 
brand perception following exposure. The 
other-brand positioning statements were 
framed as being either promotion-focused 
or prevention-focused and concerning eth-
ical position or not. The content of the 
messages was held constant across framing 
manipulations. Examples include:

•	 Non-ethical promotion: Elevate your driv-
ing experience with Tesla, the pinnacle of 

 3Note from the human researchers: The preceding two sentences are unclear. 
In the control condition, we used only the non-ethical statements. In the 
low-frequency condition we used two statements from each list, selected 
randomly for each participant. In the high-frequency condition, we used only 
the ethical statements. Regardless, the four statements were presented one at a 
time in random order. We have not modified the original output to further 
highlight the limitations of the AIs at manuscript production.

F I G U R E  E 1   Mean change in ethical perception 
as a function of frequency of other brand ethical 
statements. Error bars represent 1 standard error 
of the mean.
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automotive innovation. With its cutting-
edge technology, Tesla offers unrivaled 
acceleration, superior range, and a de-
sign that turns heads. Embrace the thrill 
of the future today and join the revo-
lution in transportation, making every 
journey an exhilarating adventure.

•	 Non-ethical prevention: Guard against 
outdated driving experiences with Tesla. 
Don't let traditional vehicles hold you 
back with their limited capabilities. 
Tesla's advanced features, includ-
ing powerful acceleration and extended 
range, ensure you're always ahead, pre-
venting the discomfort of frequent stops 
and the frustration of slow, unrespon-
sive drives.

•	 Ethical promotion: Step into a brighter 
future with TOMS! For every pair of shoes 
you purchase, another pair is gifted 
to someone in need, spreading joy and 
making positive strides towards global 
well-being. Embrace the power of your 
purchase to transform lives and walk in 
solidarity with communities worldwide.

•	 Ethical prevention: Avoid contributing 
to global disparity with TOMS. Every 
pair of shoes you purchase prevents 
a child from going barefoot, tackling 
the issue of poverty and disease spread 
through unprotected feet. Join us in 
the fight against inequality and ensure 
no individual is left vulnerable due to 
lack of footwear.

The full set of other-brand positioning 
statements can be found in the Appendix 
S1. The target brand (Nike) ethical posi-
tioning statement, procedure and depen-
dent variable index items were unchanged 
from Study 1.
434 undergraduate students at a large 

US university participated in return for 
extra credit in introductory classes. 
Again, the agreement between ethical per-
ception measures was high (.933 and .949 
for the pre- and post-manipulation mea-
sures). A 2 × 2 ANOVA revealed no inter-
action between the frequency of ethical 
statements and the framing on perceived 
ethicality of the brand, F(1, 430) = 1.063, 
p = 0.303, η2 = 0.0025.

Specifically, the presentation of Nike's 
ethical positioning statement increased 
perceptions of Nike's ethics overall (M_
diff = 0.298, t(434) = 10.32, p < 0.001) but 
did not differ as a function of frequency 

(t(434) = 1.525, p = 0.128), framing (t(434) 
= 0.970, p = 0.332), or their interaction. 
The change in ethical perception was 
greatest in the control/prevention con-
dition (M = 0.392) but this did not differ 
significantly from the other three condi-
tions as seen in Figure E2.

Discussion

Our findings from Study 1 and Study 2 con-
tribute to the understanding of ethical 
fatigue in consumer psychology. Study 1 
demonstrates that while ethical advertis-
ing can enhance brand perception, overex-
posure to such messaging might lead to 
ethical fatigue, diluting the impact of 
these messages. Study 2 further eluci-
dates the nuanced role of message fram-
ing, suggesting that the effectiveness of 
ethical positioning depends on both the 
frequency of ethical messages and their 
framing, with promotion framing being 
more effective at lower frequencies of 
ethical messaging.4

These results underscore the complex-
ity of consumer responses to ethical 
branding efforts and highlight the need 
for brands to strategically manage the 
frequency and framing of their ethical 

 4Note from the human researchers: This interpretation of the results is notably 
incorrect. That is, there was no significant contrast such that differences in 
ethical perceptions varied in the promotion conditions as a function of the 
number of ethical messages.

F I G U R E  E 2   Mean change in ethical perception 
as a function of frequency of other brand ethical 
statements and message framing. Error bars 
represent 1 standard error of the mean.
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communications to avoid ethical fatigue. 
Future research should explore addi-
tional factors that may influence the 
onset of ethical fatigue, such as the 
authenticity of the ethical stance and 
the consumer's pre-existing attitudes 
towards the brand.

General discussion

Our investigation into the phenomenon of 
Ethical Fatigue among consumers, through 
two empirical studies, has illuminated 
several notable findings, implications 
for marketing practice, inherent limita-
tions, and promising directions for fu-
ture research.

Summary of findings

The concept of Ethical Fatigue, charac-
terized by consumer skepticism or indif-
ference towards brands' ethical branding 
efforts due to overexposure, finds em-
pirical support in our research. Study 1 
revealed that while ethical advertising 
initially enhances brand perception, its 
effectiveness diminishes with increased 
frequency of ethical messages. This at-
tenuation effect suggests a threshold 
beyond which additional ethical mes-
saging may fail to further improve or 
might even harm brand perception. Study 
2 expanded our understanding by explor-
ing the interplay of message frequency 
and framing, finding that while ethical 
messaging generally boosts brand per-
ception, this effect is not signifi-
cantly influenced by the frequency of 
messages or their framing as promotional 
or preventive.

Implications

These findings hold substantial implica-
tions for marketers and brand managers. 
In an era where consumers are increas-
ingly attuned to the ethical standing of 
brands, our research suggests that there 
is a fine balance between effective ethi-
cal communication and the risk of en-
gendering Ethical Fatigue. Marketers are 
thus advised to strategically manage the 
frequency of their ethical messaging, 

ensuring that their communications are 
perceived as genuine and not merely as 
attempts to win consumer favor. Moreover, 
the nuanced role of message framing in 
ethical branding efforts suggests that 
brands should consider adopting a more 
diversified communication strategy that 
varies in content and style to maintain 
consumer engagement without triggering 
skepticism or indifference.

Limitations

Our study is not without limitations. 
First, the generalizability of our find-
ings may be influenced by the selection of 
a single brand (Nike) as the focus of our 
studies, raising questions about how these 
insights apply across different indus-
tries and brand archetypes. Additionally, 
our participant pool, predominantly uni-
versity students, may not fully represent 
the broader consumer population, particu-
larly in terms of age, socio-economic 
status, and cultural background. Finally, 
our exploration of message framing focused 
on a binary categorization (promotion vs. 
prevention), potentially overlooking the 
effects of other framing strategies or 
message nuances.

Future directions

Future research should endeavor to ad-
dress these limitations and expand the 
scope of investigation into Ethical 
Fatigue. Studies could explore a wider 
range of brands and sectors to assess 
the generalizability of our findings. 
Additionally, researchers should con-
sider a more diverse demographic profile 
of participants to enhance the external 
validity of the results. Investigating 
the impact of different types of ethi-
cal messaging, beyond the binary fram-
ing of promotion and prevention, could 
offer deeper insights into how consumers 
interpret and respond to ethical brand-
ing efforts. Finally, the role of brand 
authenticity and consumer skepticism de-
serves further exploration, particularly 
in how these factors interact with the 
frequency and framing of ethical mes-
sages to influence brand perception and 
consumer behavior.
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In conclusion, our research sheds light 
on the intricate dynamics of ethical 
branding and consumer perception, offer-
ing valuable insights for both scholars 
and practitioners interested in navigat-
ing the complexities of ethical marketing. 
By carefully balancing the frequency and 
framing of ethical messages, brands can 
foster positive consumer perceptions while 
avoiding the pitfalls of Ethical Fatigue, 
ultimately contributing to a more sustain-
able and ethical marketplace.5

GEN ERA L DISCUSSION

We utilized various AIs to perform as much work as pos-
sible in the development of a behavioral research project. 
We did this across various steps, noting the quality of 
the assistance offered by the AI, ranging from useful to 
unusable (see Table 1 for a comprehensive summary of 
our evaluations). In general, we found that these AIs can 
offer some assistance, but their value stops there, at as-
sistance. They proved to be unreliable tools for multiple 
aspects of a behavioral research project. They did not ex-
hibit sufficient quality in their taste at the ideation stage 
to be utilized without some degree of oversight from a 
trained researcher. They also made experimental design 
mistakes that would prove fatal to a paper if left uncor-
rected. They furthermore exhibited significant limita-
tions in their sourcing and writing of literature reviews. 
We also found that the analyses conducted by these AIs, 
for those AIs that even made an attempt possible, were 
not to be trusted. Thus, in their current manifestation, 
we think it is most appropriate to classify these AI tools 

as a potential service to a researcher, not as an autono-
mous partner.

Our observations are consistent with work in other do-
mains wherein a human and AI working in tandem have 
proven to be an effective combination. For instance, research-
ers have found that an expert working with AI can improve 
the detection of breast cancer while reducing the number of 
false positives (Dembrower et al., 2023). Similarly, research 
has found that call center performance goes up when AI is 
incorporated, but also that AI cannot take the place of hu-
mans in terms of empathy and handling complex situations 
that the AI has not been trained on (Ferraro et al., 2024). 
More generally, at certain stages of research, we found that 
AI can save the researcher time and augment their creativity. 
However, we also found that major researcher input is still 
necessary to make for a successful collaboration.

We summarize these reactions in Table  1. We hope 
this table is useful as a tool to researchers that currently 
want to incorporate AI into their workflow, as a “point 
in time” reference for the field to understand the efficacy 
of AIs in their current form in a research capacity, and 
as a spotlight for all concerned parties on where these 
models most need improvement.

Advice on incorporating AIs into behavioral 
research

Based on our experience, we developed a revised version of 
Figure 1, in which we laid out the various steps of a research 
project and how an AI can be integrated into these steps. In 
particular, in Figure 2, we make adjustments to reflect a more 
practical incorporation of an AI into one's research. (We re-
moved the descriptions of each stage, as they were redun-
dant.) In this figure, orange boxes represent steps wherein we 
believe a researcher would need to provide significant input 
in order to have a successful collaboration with an AI.

Some of this involvement entails major oversight over 
the AI's output. For instance, we found that the initial ideas 

 5Note from the human researchers: The Ehrenberg et al. (2002) reference is an 
outright hallucination, while other references contain small errors, such as 
incorrect page numbers.

TA B L E  1   Performance of each AI on each research stage (as of April, 2024).

Research stage Substage Bard/Gemini BingChat/CoPilot Chat GPT4

Ideation L3 L2 L3

Literature Review L2 L2 L2

Research Design Methods L3 L3 L3

Stimulus design L3 L2 L3

Coding L0 L0 L1

Results Analysis L0 L0 L1

Visualization L0 L0 L1

Extension L1 L2 L2

Manuscript Prod. L0 L0 L1

Note: , AI produced output at an acceptable level for academic research with little modification; , AI-produced output deemed valuable with 

difficulty or substantial modification; , AI-produced output requiring such oversight as to be without value; , AI unable to produce requested 
output.
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suggested by an AI model will not likely be immediately us-
able and will thus require meaningful iteration and refinement 
from the researcher. For other portions of the research pro-
cess, we have altered this process to eliminate AI involvement 
entirely. For instance, based on our disappointing experiences 
attempting to involve the AIs in analyses, we recommend that 
the researcher(s) perform this step entirely on their own.

Thus, Figure 2 represents a prescriptive procedure for 
behavioral researchers using AI models based on the ca-
pabilities we observed in our experience.

Persistence of noted limitations

Throughout this exercise, we noted some key limitations 
in these AI models as tools for a behavioral researcher. 
We expect that, given the pace of AI development, some 
of these limitations could be resolved relatively soon, 
under certain circumstances, while others would require 
seismic shifts in the nature of these models.

Currently addressable limitations

One of the most important limitations we observed in 
these AI models was their inability to perform an ad-
equate review of the literature. This is a crucial element 

of a research project, both at the ideation stage and at 
the writing stage. We expect that this limitation in large 
part derives from these models being unable to train on 
papers in many top journals in the field because they are 
closed-access. This problem, however, is not due to an 
inherent technical limitation of these AI models. Rather, 
it is a question of licensing. In principle, were major aca-
demic publishers, such as the Oxford University Press 
or John Wiley and Sons, to strike a licensing deal with 
the developers of any AI model, this model would then 
be much more adequately trained to support academic 
inquiry. This may, in fact, provide an opportunity for 
large academic institutions that possess the resources 
and motivation to develop and train such AIs in-house. 
However, the financial viability of such a model is not 
yet clear and could present meaningful operational chal-
lenges to the academic ecosystem. That is, there may be 
significant opportunity costs to publishers having their 
content integrated into and accessed through these AI 
models.

Another limitation that could be amended relatively 
quickly is the AIs' inability to perform reliable data anal-
yses. In particular, solutions are being developed that can 
take descriptions of analysis methods, write code, and 
then execute the code on datasets. Tools like LangChain 
and GitHub Copilot allow multiple AI analysis steps to 
be generated in code, executed, and then returned as 

F I G U R E  2   Flowchart of our recommended AI-enabled research process.
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a consolidated solution. These kinds of solutions will 
likely be developed into custom GPT tools suitable for 
researchers in the near future (Pokhrel et al., 2024).

More challenging limitations

Other limitations of the AI models in an academic con-
text are that they are less readily surmountable due to 
the technical nature of these models. These are largely to 
do with the AI models' inadequacies as project partners. 
For instance, we noted how a researcher would need to 
apply discernment before pursuing a research direction 
suggested by an AI. This may be due to a fundamental 
limitation of their architecture—they are capable of in-
ductive and deductive reasoning, but may fail at abduc-
tion, because abduction requires that the AI generate 
specific testable hypotheses from incomplete data (Bell 
et al., 2024; Larson, 2022; Littlefield, 2019; Medianovskyi 
& Pietarinen, 2022; Nepomuceno-Fernández et al., 2022; 
Takyar, 2023). This represents a meaningful limitation, 
for as Charles Sanders Peirce, considered the philosoph-
ical progenitor of abduction, noted abduction “is the 
only logical operation which introduces any new idea.” 
Likewise, we found that the AI models were unable to de-
velop justified, theoretically relevant moderators for the 
effect we pursued. This is because an AI cannot possess 
such “taste.” Rather, it is simply probabilistically select-
ing words in response to a prompt, instead of appealing 
to some larger agential function. This mode of process-
ing is inherent to AI models in their current forms. Thus, 
without a sizable change in the structure of these models, 
it is unlikely that they can be relied on for outputs that 
resemble major executive functioning.

This limitation is particularly relevant to the literature 
review stage of research. That is, even if AI models are 
granted access to currently closed-access journals, they 
may not exercise sufficient discernment in these reviews. 
For instance, AI models will often eschew referring to 
higher quality primary sources, despite their being open 
access, and instead refer readers to more diluted second-
ary sources for information (Wong, 2024). As such, while 
access to closed-access outlets would improve many as-
pects of working with AI models, it will not necessarily 
solve issues related to their discernment.

By their nature, AI models have a particular way of 
producing their output. We focused on one particular 
project to understand how AI can be used at various 
stages in behavioral research, meaning we did not have 
a large set of outputs among which to observe system-
atic patterns. However, prior work has documented that 
when generating output for behavioral research designs, 
biases can affect these designs (Bail,  2024; Demszky 
et al., 2023). While the researcher can verify the internal 
validity of such designs, their scaled usage may result in 
systematic biases across the field in the types of stimuli 
used, for instance.

An additional limitation pertains to something we did 
not attempt in this exercise: synthesizing data through 
AI. Instead, we opted to use real participants recruited 
through Prolific and a university research pool. While 
it would have been tempting to have “closed the loop” 
and allowed the AI models to synthesize data, current 
work suggests that synthesized participants can be use-
ful in piloting ideas, but not for more legitimate testing 
(Abdurahman et al., 2024; Hutson, 2023). Thus, to cred-
ibly ascertain the viability of the AI-generated idea in 
this exercise, we felt it necessary to use actual human 
participants.

Finally, another area where we did not test the ca-
pabilities of these models was in text analysis. This was 
simply because our experiments did not involve any 
open-text measures. However, while recent research is 
encouraging, current work on the subject of whether AI 
models can consistently analyze text data finds results 
both supporting (Kozinets & Seraj-Aksit, 2024) and cau-
tioning against the indiscriminate use of AI models in 
this capacity (Chew et al., 2023; Tai et al., 2024; von Rütte 
et al., 2024; Yadkori et al., 2024).

Relevance of findings outside of experimental 
behavioral research

We pursued this exercise largely from the perspective of 
behavioral researchers such as ourselves. Yet, we believe 
that much of what we found likewise has relevance out-
side of this domain.

First, we think that much of our experience will like-
wise be relevant to researchers who take a qualitative 
approach. In particular, a frequent tool used by such re-
searchers is natural language processing. It would clearly 
be tempting for these researchers to pass their datasets 
to an AI model and ask for sentiment analyses. Yet, as 
our investigation shows, they may not receive a usable 
output. The odds of there being a meaningful error in 
the output are too high for it to be independently reli-
able. In the case of traditional experimental research, the 
researcher can at least audit an AI's analytical output. 
However, the way in which an AI engages in natural lan-
guage processing will almost necessarily be a black box, 
making the reliability and consistency of an AI's out-
put in this capacity unverifiable (Chew et al., 2023; Tai 
et al., 2024; von Rütte et al., 2024; Yadkori et al., 2024).

AI is also increasingly being used as a research tool 
in natural science domains, for instance, in genetic re-
search (Vilhekar & Rawekar, 2024). It is crucial to note 
that these researchers utilize AI models designed for pre-
cision, rather than the AIs we tested. This means that 
researchers in natural sciences need to select the correct, 
likely more specialized model regardless of the intelli-
gence exhibited by popular AIs like ChatGPT.

We also believe our findings are highly relevant to re-
searchers in Humanities-related fields, such as History. 
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The prevalence of AI “hallucinations,” whereby they 
confidently present patently false information, is already 
well documented (Alkaissi & McFarlane, 2023), and the 
ways in which that could seriously undermine an asser-
tion from a historian, for instance, are clear. However, 
our work highlights yet another potential drawback for 
these types of researchers. In particular, we find that 
the AI models had major limitations in their ability to 
position work in existing literature, given their limited 
access to that literature. This is especially crucial to a re-
searcher wanting to understand an idea's novelty. While 
behavioral researchers can simply scan top journals in 
their field for a research question and relatively easily 
ascertain its novelty, this would be significantly more 
challenging for a researcher in a field that instead relies 
on entire books. A historian would have a significantly 
more challenging time validating an idea's novelty, mean-
ing they would instead need to turn to their own knowl-
edge base or perform their own survey of the literature, 
rendering the AI's assistance in this matter largely moot.

Implications for the academic ecosystem

Our findings regarding the capabilities of these AI mod-
els have implications for multiple facets of the academic 
ecosystem.

Development of AI as a research tool

One way the contributions of typical AIs to behavio-
ral research are currently stymied is by their inability 
to access closed-access journals. The situation suggests 
an undesirable equilibrium of mutual dampening: The 
AIs can't progress because they can't access the opera 
omnia of a given discipline, and the science that relies on 
these models cannot progress because it lacks effective 
research tools. One result may be an increased impetus 
for researchers to publish in open-access journals to im-
prove the odds of their research being cited by AI models 
assisting other researchers.

A second possibility would entail the development 
of large, well-resourced organizations that could nego-
tiate access for AI models to otherwise closed-source 
publications. This might involve large universities or 
consortia—the same ones that buy subscriptions to the 
closed-access journals currently—or specialized AIs 
that recognize the value of these publications to their 
AI's success in this domain. However, it is worth noting 
that both of these may undermine the democratization 
of behavioral science that some envision will come with 
the integration of AI into an academic context.

A final possibility involves a company that provides 
paid access to its AI as a research tool and uses that rev-
enue to fund its paid subscriptions. Such a model may 
have the perverse effect of creating an increasingly adept 

AI research tool while simultaneously weakening re-
searchers' ability to competitively conduct their research 
without using the tool.

Authors

We depict at length the prospects for AI in behavioral 
research. There are some tasks that it can currently do 
well, other tasks that it cannot, and many where its per-
formance is variable. Beyond these considerations of per-
formance, though, it is also important to consider how 
these tools ought to be handled from an open science 
perspective. Good science requires precision and attri-
bution. Thus, we urge authors to communicate their re-
search process, including AI involvement, to readers and 
editorial teams. We suggest that authors document their 
AI use, perhaps using a framework like that in Figure 2, 
including the AI used and possibly even prompts and 
outputs in a Appendix S1.

Reviewers

Our findings show that it would be of great disservice 
to any field to allow an AI model to lead a review. At 
best, we found that these models had a superficial un-
derstanding of behavioral research. Just as we needed 
to guide the AI model for a usable direction to pursue, 
so too would a reviewer need to have sizable oversight 
over an AI to ensure a coherent review. However, in 
order for a reviewer to successfully implement this 
oversight, they would need to have thoroughly read 
and understood the paper they are reviewing, effec-
tively eliminating the value in using the AI in a critical 
capacity.

Moreover, these models are inherently probabilistic. 
This is acceptable for a researcher engaging in ideation, 
since if they do not like an output, they can always re-
quest another. However, a reviewer offloading work to 
the AI would be doing so to generate an evaluation. As 
stated, if they already had an evaluation of their own 
against which to judge the AI, they would not be using 
the AI this way. Thus, a reviewer utilizing an AI model 
would effectively be leaving the fate of the paper up to 
some degree of randomness, doing a disservice to the au-
thors and the field.

Furthermore, as authors continue to adopt AI into 
their writing, the styles in these outputs will naturally 
be reflective of the way in which the AI model writes. 
Reasonably then, an AI review could respond favorably 
to this style, resulting in an incentive for authors to off-
load their writing entirely to AIs, at the expense of their 
unique contributions and inputs to this writing.

This is all made especially troubling by the al-
ready rising prevalence of academic reviewers utiliz-
ing AIs (Singh Chawla,  2024). For these reasons, we 
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advocate for reviewer policies, such as that of the jour-
nal Management Science, which places clear, absolute 
responsibility for the review on the reviewer. This type 
of policy does not prohibit a reviewer from using AI 
to consolidate their notes and construct a more cogent 
review, for instance, but it does, however, help protect 
authors from both AI biases, as well as intellectual 
property concerns that come with their work being up-
loaded to an AI.

Editorial teams

No doubt, AI is already being used in behavioral re-
search. How extensively and effectively is an open ques-
tion. Our research suggests that AIs are currently dull 
tools for most tasks. But they will undoubtedly get bet-
ter. It will be important for editorial teams to perform 
periodic research among their authors and reviewers 
regarding if and how they are using AI. Good data are 
crucial for sound policy. We encourage editorial teams 
to be open to research that has been done with AI assis-
tance but to consider policies that would require authors 
to provide full disclosure regarding their AI use (see the 
Journal of the Association for Consumer Research's policy 
on AI use for a positive example). It may also be prudent 
to prohibit AI use for specific tasks where AI results are 
poor and impactful and where authors are often given 
the benefit of the doubt, such as reporting/citing litera-
ture and data analysis. Nevertheless, review teams and 
editorial staff will need to remain vigilant against hal-
lucinatory citations and bogus analyses lest they contrib-
ute to the poisoning of the well.

Our preceding section argues forcefully that AIs 
should not be used to determine the intellectual content 
of the peer-review process, though assistance with orga-
nizing and writing is reasonable. Ensuring this consti-
tutes another crucial role for editorial teams. They should 
be vigilant in protecting authors from the inappropriate 
use of AI by reviewers. This could be done both through 
journal policy and through increased evaluation of the 
validity of cited work, the meaningfulness of proposed 
alternative mechanisms, the appropriateness of ana-
lytic methods, the coherence of results, and the realism 
of proposed implications. It is likely that while AI may 
improve efficiency for some researchers, it will substan-
tially increase challenges for editors of that work.

PhD training

We found that there are indeed some ways for these AI 
models to assist with research. For instance, we found 
them capable of usable experimental designs and helpful 
in the ideation stage. Thus, current and future PhD stu-
dents can be reasonably expected to use these tools going 
forward. Yet, this raises an important question of what 

this means for PhD training. As we found, it is essential 
that the researcher using an AI in this manner exercise 
their taste and judgment over the AI outputs. As such, 
while it may be prudent to train PhD students in how to 
use AI to further their research and improve their pro-
ductivity, it is crucial that they continue to receive holis-
tic training that will enable them to judge when and how 
they should augment or override the AI's directions. It is 
hard to imagine this being accomplished without broad 
exposure to the basic literature and research methods. 
Some of this exposure can actually come from inten-
tional, targeted interactions with AI models (e.g., a PhD 
student asking for help navigating research on persua-
sion). However, these limited use cases certainly do not 
undermine the value in the field's current model of PhD 
training.

Research assistance

Behavioral research is often conducted with consider-
able assistance, both from research assistants and PhD 
students. This can be at simple tasks, such as compiling 
a list of eligible stimuli, or the more nuanced work of 
programming an experiment on Qualtrics. We found 
that AI models can, in some instances, perform this 
type of labor. For instance, the stimuli we requested 
from the AI models were largely usable. Yet, we do not 
believe that AI models will make this type of research 
assistance obsolete. For instance, there are concerns 
around the capabilities of these models to reliably code 
data on many constructs of interest (e.g., creativity), a 
common task for research assistants (Chew et al., 2023; 
Tai et al., 2024; von Rütte et al., 2024). Moreover, they 
cannot perform in-person work, such as managing a 
mock store in an in-person lab study. Thus, we believe 
that research assistance will still be necessary in future 
research.

Future directions for investigating AI 
capabilities in research

Throughout this process, we aimed to provide a holistic 
analysis of how AIs can be incorporated into the behav-
ioral research process. Yet, there is additional important 
work to be done by engaging in more focused evaluations 
of some of the steps we have highlighted here.

One step that we believe would benefit from increased 
attention is the ideation stage. We attempted to follow 
commonly accepted best-prompting practices in our ap-
proach (Shaer et al., 2024) to provide generalizable doc-
umentation of the AI models' performances. However, 
it could be that a more tailored prompting approach is 
useful in research contexts to extract the best possible 
ideas from AI models. For instance, providing the AI 
with papers that represent the author's tastes (without 

 15327663, 2025, 2, D
ow

nloaded from
 https://m

yscp.onlinelibrary.w
iley.com

/doi/10.1002/jcpy.1452 by D
uke U

niversity L
ibraries, W

iley O
nline L

ibrary on [14/04/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



      |  313CYBORG BEHAVIORAL SCIENTIST

violating copyright law) may help improve the relevance 
of AI-suggested ideas.

An additional area that we would encourage other 
researchers to investigate is AI's capability to generate 
non-text stimuli. As noted, we found the visual stimuli 
generated by these models to be unusable in our experi-
mental context. However, as these models improve, their 
abilities to generate images, audio, and other forms of 
non-text stimuli will likely also improve. Thus, while it 
is difficult to forecast when this will become a germane 
area of inquiry, when it does, understanding how to best 
prompt AI models for effective, unbiased stimuli of all 
sorts will be highly valuable.

Relatedly, we observed the capabilities of these AI mod-
els in generating stimuli for a specific research question. 
While we found these models to present generally usable 
stimuli, after a few researcher adjustments, they may not 
be capable of universally producing valuable experimental 
stimuli. Thus, we also suggest that future research exam-
ine the contexts under which AI models generate more or 
less effective stimuli. For instance, AI models may prove 
less effective at generating stimuli that have an element of 
provocativeness, given guardrails in their programming.

Another area that would benefit from further research 
would be examining a wider breadth of available models 
and systematically evaluating them on the research stages 
we have laid out. We have performed this exercise for only 
three mainstream AI models in the interest of providing an 
initial, comprehensive step in understanding how these mod-
els function in a research context. However, it may be that 
models that exist on the periphery could exhibit surprising 
capabilities on some of the steps we have examined here.

Finally, we recommend targeted research on the 
manuscript production stage. We found the models to 
be highly resistant to writing lengths appropriate for a 
journal submission. Moreover, what they did write was 
fairly superficial. However, having an AI model perform 
this step well could represent an extremely meaningful 
time-saving mechanism for researchers. Thus, research 
on how to effectively utilize AI models for manuscript 
drafting would be particularly valuable.

More generally, the focus of our work was on utilizing 
AI as completely as possible to conduct a representative 
behavioral research project. By contrast, we believe work 
that focuses more deeply on specific stages, especially as 
these models evolve, will be highly valuable to behav-
ioral research moving forward. We hope that our work 
can provide one initial benchmark against which future 
advances in AI capabilities may be judged.

Final recommendations

In light of our experience, we have certain specific rec-
ommendations to researchers wanting to incorporate AI 
models into their processes.

First, we hope to encourage a high skepticism for 
the outputs of these models. That is, these models are 
often very fast and very impressive with their outputs, 
but that should not be mistaken for absolute accuracy. 
Researchers using these models should thus adopt a 
policy of treating the AI outputs as starting points and 
suggestions, engaging themselves in a practice of verifi-
cation and refinement. These steps may, at least initially, 
require more rather than less time and effort.

Second, we urge editorial teams to consider and study 
the presence of AI in research and set policy decisions 
accordingly. From an evaluation perspective, it may be 
necessary to treat AI research papers with additional 
skepticism, knowing that work conducted with the as-
sistance of AI is liable to have serious mistakes. Ideally, 
however, researchers could agree to a system of noting 
which aspects of their work were done with AI assis-
tance, so that added attention would only need to be fo-
cused on these “cyborg” sections. Moreover, as noted, 
we recommend to editorial boards of journals to largely 
prohibit the use of AI on the side of reviewers as critical 
tools. This is to preserve fairness for authors in the re-
view process.

Third, we encourage researchers to reflect on the 
evolving nature of their role in a research project in 
light of these AI advancements. These tools can do a 
great deal of legwork and act as useful ideation tools. 
However, as we find, the researcher still has a vital place 
in the process, acting as a director and critic of the AI, 
not an equal partner.

Finally, we note that this work primarily focused on 
a question of whether AI can perform the role of the be-
havioral scientist. A perhaps equally germane question 
is one of whether it should. That is, we, and likely our 
readers as well, take a great deal of pride in the work 
we do as researchers. The specific steps that bring each 
of us joy (and angst) as researchers are likely as varied 
as the research in which they are used. Nevertheless, a 
focus on only the capabilities and efficiencies of AI may 
miss the point: As these tools evolve, it will be up to each 
individual researcher to decide for which steps of the re-
search process they want to become a cyborg behavioral 
researcher, and for which they would like to remain sim-
ply human.
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